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a b s t r a c t

In order to investigate the pattern of wave propagation on atria in both sinus rhythm and arrhythmia, we
constructed a computational model based on real anatomy. The original anatomic data which encom-
passes morphological and geometrical knowledge was created from a whole-body set of 2 mm interval
magnetic resonance imaging (MRI) images of a male volunteer and represented in stl format. The ana-
tomic data was firstly discretized into spherical cells in equal size. Then the anisotropy of conduction
velocity (CV) and conductivity were introduced into this model in definition of special conduction
system. Nygren cell model was adopted to calculate the action potential (AP) waveform of each cell.
Restitution of AP duration (APD) and it on CV were also introduced in this model. The pattern of
activation propagation could be investigated on a perspective 3D scene after the excitation simulation.
The isochronal map and the electrocardiograms (ECGs) were also produced. In this study, We used two
experiments to verify this model as well as demonstrated its application in electrophysiological study:
one was conducted under sinus rhythm, while in the other, two trains of boost pacings alternatively acted
on the vena cava and the opening of the pulmonary vein. An identical excitation pattern described in
previous studies was observed in first experiment. While in the second experiment, a foci triggered atrial
fibrillation was seen on the epicardial surface.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Atrial arrhythmia, the most common cardiac arrhythmia associ-
ated with increased mortality and substantial morbidity [1], can
range in severity from annoying to life-threatening [2]. Computa-
tional modeling, with an arbitrarily high spatial resolution and a
unlimited small simulation step, could provide hypothesis to be
verified in experimental observations and do ‘clean’ experiments
without much expense [3,4].

In 2000, Harrild and Henriquez produced an atria model of high
atrial anatomical precision and the sinus rhythm was simulated
[2]. In 2001, Vigmond et al. set up a morphologically realistic atria
model which only contained the major structural features, and
used it to simulate reentry propagation [5]. In 2006, Seemann et
al. built an anatomically based model of the human atria that
incorporated both structural and electrophysiological heterogene-
ities [6]. These models are superior because of huge numerous ele-
ments and special conduction systems defined on them [4], which
represent how advanced the field of heart modeling has become
[7]. However, Harrild’s model and Vigmond’s model are both di-
rectly composed from electrophysiological knowledge rather than
ll rights reserved.
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raw anatomic clinic records [2,5]. This limits the universally appli-
cation of these models in the cardiac arrhythmia study if a config-
urable resolution is essential to the simulation result.

The propagation simulation on the computational model with a
large scale of realistic elements, named simulation cells in this
study, suffers a heavy load of calculation if the Hodgkin–Huxley
formula combined with reaction–diffusion theory is used in excita-
tion simulation [8,9]. So a parallel computing technology, e.g. MPI,
GPGPU, OpenMP, is usually adopted in this situation, but it in-
creases the difficulty of implementation and deployment [2,6].
On the other hand, the computational model based on Huygens’s
principle, like Wei–Harumi model, can simulate complex ventricle
arrhythmia precisely without a long calculating period [10–12].
However Wei–Harumi model has not enough sum of simulation
cells in atria compared with other computational models and no
special conduction system.

In this study, a suite of computational modeling and simulation
tools is described. These tools could partition anatomical record
into a large scale of simulation elements (in the simulation intro-
duced here, there are over 350,000 elements). Special conduction
system in other models [2,5,6], which is absent in Wei–Harumi
model, could also be defined. Anisotropic cellular automaton could
be assigned to each simulation cell by the formulation in Nygren
et al.’s study [13]. After the whole model is prepared, the excitation
simulation based on Huygens’s principle could be conducted. And
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ECGs missing in other models could also be calculated [2,5,6]. In
the later part of this study, two experiments are conducted to ver-
ify the whole model as well as to demonstrate the application of
this model in electrophysiological study. In a word, the computa-
tional model and corresponding software tools, the details of
which are described in following sections, inherits from other
excellent computational models [2,5,6,10], and provides a well de-
signed platform for electrophysiological study.
2. Methods

2.1. Generation of simulation cells from atrial anatomic data

The raw atrial anatomic data used in this study comes from a
whole-body set of 2 mm interval MRI images of a male volunteer
[14]. It is represented in a stl file which describes a raw unstruc-
tured triangulated surface by the unit normal and vertices (ordered
by the right-hand rule) in a three-dimensional Cartesian coordi-
nate system.

The raw anatomic data constructed of many triangulate mesh in
stl file is then put into an oblique coordinate system with equal
axis angles of 60� as in Wei–Harumi model [10]. Then the spherical
simulation union named simulation cell is discretized and its ra-
dius is recorded in the configure file for further simulation. In the
process of discretization of the anatomic data, the including test
of each simulation cell to the atrium myocardium is fulfilled by
the solid angle calculating proposed by Opstream et al.’s study
[15]. A binary hrt file is produced after the discretization to mark
the types of all simulation cells in this oblique coordinate system.
Fig. 1a shows the anatomic data we use and Fig. 1b displays the
discretization result. This method can be arbitrarily adopted on
discretization of any anatomic data in stl format, see Fig. 1c and
d for ventricle case.

2.2. Definition of conduction system in the simulation cells set

Because the set of simulation cells is directly generated from
anatomical records, some of the anatomic features such as the
openings of veins, atrial–ventricle (AV) valves, taenia terminalis
and coronary sinus (CS) can be clearly investigated in it (see
Fig. 1a). But special conduction structures, which are embedded
in the atrium myocardium and might be the substrates of the
arrhythmia, are not involved in the mesh representation in the ori-
ginal anatomic data. Therefore, these structures, including sinus
node (SN), bachmann bundle (BB), fossa ovalis limbus (FOL), fossa
ovalis (FO), pectinate muscle (Pects), crista terminalis (CT), inter-
caval bundle (IB) and right atria floor isthmus (Isthmus) [2,5,6],
have to be manually defined by assigning a certain type to each
simulation cell in the cross-section of simulation cells set (see
Fig. 2a–f for its perspective view). The measurements of these con-
duction structures are approximately summarized in Table 1. The
location and orientation of each component of special conduction
system are the same as in Harrild model [2]. The binary hrt file is
updated when special conduction is assigned.

2.3. Generation of AP waveform of each simulation cell

Instead of linear approximation of AP waveform by a set of geo-
metrical parameters in Wei–Harumi model [10], here AP is gener-
ated based on the Nygren model [13]. This human atrial cell model
has 29 variables to determine total twelve transmembrane cur-
rents. Fig. 3 shows the AP waveform used in our simulation. The
benefit of using Nygren model is : the parameters in Nygren model
precisely correspond to the ionic parameters in the physical cell
membrane, which could be accurately measured in clinic experi-
ment, so different anatomic regions could be defined with one or
two parameters of Nygren model shifting according to the clinic re-
cord, in this way the real distribution of AP on atrial myocardium
in some realistic condition, e.g. drug therapy in AF, could be simu-
lated and the result of subsequent simulation is more credible.

2.4. Introduction of APD restitution and CV restitution

The APD of cardiac myocardium is known to depend on the
length of the preceding diastolic interval (DI) in a relationship
termed ‘APD restitution’ [16–18]. In our simulation, the unimodal
restitution described in Ronald’s study is used Eq. (1) [16].

APDðDIÞ ¼ 150� 0:5e�
DI�600

100 ð1Þ

In sinus case, if the cycle length (CL) is equal to 600 ms, with this
restitution waveform, the APD is kept in 147 ms, and DI is in
453 ms.

The preceding DI also influences the conductivity velocity,
which is known as the ‘CV restitution’. This effect is mainly based
on the conductivity reduction due to the decrease in connexin 40
(CX40) or the decrease in the resting membrane voltage [19]. In
our simulation, CV is defined in three catalogs as the function of
the preceding DI: bulk (Eq. (2)), bundle (Eq. (3)) and slowregion
(Eq. (4)) and determined by the cell type of both source and
destination.

CVðDIÞ¼6:125�0:5e�
DI�600

300 ð2Þ

CVðDIÞ¼46:22�0:005e�
DI�600

50 ð3Þ

CVðDIÞ¼1:86�0:5e�
DI�600

500 ð4Þ

The bundle speed only exists between two cells in these special
conduction structures: Pects, CT, IB, BB, FOL and SN; the slowregion
speed only exists between two cells: FO and Isthmus, and propaga-
tions between most of simulation cells are conducted in bulk speed.
The morphologies of the CV restitution waveforms are compatible
with the counterparts in both Gong et al.’s study [20] and Xie et
al.’s study [21].

2.5. Simulation of activation propagation

The activation propagation in a computational model could be
described either in Huygens’s principle or the reaction-diffusion
formula. The latter one has the capability to respond to changes
in conductivity, ionic current etc. But the complexity of such mod-
els usually induces a heavy calculation. The propagation simula-
tion in our model relies on the Huygens’s principle, i.e. every cell
on the activation wave front may be treated as the source of sec-
ondary wavelets that spread out in all directions.

In our simulation, cells are divided into two types: autonomic
and nonautonomic. Autonomic cells including the paced cells or
the cells which can excite themselves at the phase IV on AP wave-
form (e.g. SN). Nonautonomic cells indicate the cells which cannot
be excited until the conductive activation arrives. The propagation
simulation is discretized into constant time span of 1 ms, and pro-
ceeds under following rules.

1. All nonautonomic cells and some of autonomic cells (the paced
cells) can be excited.

2. The activation on a cell can spread to its neighbor. In our obli-
que coordinate system, there are twelve neighbors around one
cell after the discretization.

3. The AP waveform is generated before the propagation simula-
tion by the manner introduced in Section 2.3. The entire AP
waveform is then divided into four parts: phase I, II, III, IV.
See Fig. 3. The APD restitution only effect phase II and III,



Fig. 1. (a) Represent the original anatomic data of atria (aorta and pulmonary artery are not initially included) and (b) represent the discretization result (or named
simulation cells set in this paper), each little spheroid denotes one simulation unit. (c) and (d) Demonstrate the original anatomic data and discretization result of ventricle
respectively.
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because the Nygren model is used in our simulation. This attri-
bution of Nygren model is heavily described in Cherry et al.’s
study [22].

4. The cell is capable to excite its neighbor if and only if its mem-
brane voltage falls in phase I.

5. The cell is capable to be excited if its membrane voltage is in
phase III and phase IV.

6. The cell is said to be in activation status if its membrane voltage
is in phase I and phase II.

7. The cell is said to be in deactivation status if its membrane volt-
age is in phase III and phase IV.

8. Although the simulation processing is discretized into constant
time span, the propagation of activation among cells is contin-
uous. Precisely speaking, the location of wave front in latest
step is recorded temporarily and recovered in the new step.

After the propagation simulation is completed, the propagation
process can be investigated in a vivid 3D scene with colorful marks
of activated simulation cells in each step, and the isochronal map
can also be generated.
2.6. Calculation of ECGs based on the result of propagation simulation

The extracellular potential field, which drives the body surface
ECG, arises from the transmembrane currents and therefore is
linked to the transmembrane potentials. And the human tissue is
a volume conductor whose capacitive reactance can be ignored
according to Schwan’s study [23]. So the extracellular potential
field, which should be a static field, could be accessible when the
conductivity of tissue is known [24]. See Eq. (5) for the calculation
of the current dipole moment per unit volume, where ~r denotes
the conductivity tensor and rU denotes the divergence of the po-
tential field U. To get a current dipole, entrywise product should be
used here instead of cross product.

~J ¼ ~r �~E ¼ �~r � rU ð5Þ

The radius of simulation cell is 1.8586 mm in this computational
model, while the radius of a tissue cell is about 10 � 100 lm. It indi-
cates that both intracellular space and the intercellular space, inter-
connected throughout the cardiac tissue, could be considered with
average parameters in each simulation cell. Therefore bidomain
theory becomes adaptable in our simulation [25]. According to this
theory, any point in the simulation cell can be considered either in
the intracellular space or in the intercellular space separated by a
membrane of zero thickness. Moreover the conductivity tensor in
these two domains could be considered as the same in a certain
simulation cell determined by the cell type of both source and des-
tination. If ~ri and ~re denote the conductivity in intracellular space
and intercellular space respectively, and so as the Ui and Ue, then
Eq. (5) could be rewritten as follows.



Fig. 2. (a) and (b) Give the special conduction system used in our simulation and (c)–(f) give the perspective description of these fibers in anatomic data. Special conduction
mainly contains SN (little gray part connected BB and CT), BB (blue fiber), FOL (green fiber in circle), FO (red parts in FOL), Pects (purple), CT (yellow fiber connected all Pects),
IB (yellow fiber connected FOL and CT) and Isthmus (red parts at the bottom of right atrium). (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

Table 1
Geometrical measurements of special conduction structures in our model.

Name Cross-section size (cm) Length (cm) Number

CT Diameter = 0.296–0.333 2.56 1
IB Diameter = 0.148–0.259 1.11–1.221 1
Isthmus (0.296–0.37) � 0.259 1.258 1
Pects (0.111-0.296) � 0.185 0.74–1.48 10
BB Diameter = 0.074–0.259 1.665–1.85 1
SN 0.111 � 0.296 0.185 1

466 W. Lu et al. / Advances in Engineering Software 42 (2011) 463–476
~Ji ¼ �~ri � rUi

~Je ¼ �~re � rUe

(
ð6Þ

~ri and ~re could be equal as mentioned before, so we have

~Jm ¼ �~r � rUm ð7Þ

where~Jm is the transmembrane current dipole, and Um is the cross
membrane voltage (i.e. the AP). The current source Iv can then be
calculated as

Iv ¼ r �~Jm ð8Þ

With Eqs. (7) and (8), we can see the voltage on the torso space and
the current source satisfy Poisson’s equation. r here denotes the
average conductivity in three parts: human tissue (0.002 mS/cm),
blood (0.006 mS/cm) and torso (0.00125 mS/cm) [26].

r2U ¼ � Iv
r

ð9Þ

The solution of Poisson’s equation in a infinite space is

U1ðrÞ ¼ Iv
4prr

ð10Þ
where r is the distance from the current source to a destination
point where the ECG lead located on the torso. After that, we
sum up the contribution of all the current sources to get the ECGs
voltage on this lead in infinite medium in a certain simulation
step.

To get the ‘real’ potential on torso leads, a boundary element
based method introduced in Aoki et al.’s study is used [27]. If
U(r) depicts the ’real’ potential at point r, we have Wr =
U(r) �U1(r), which should also satisfies the Laplace equation,
here we rewrite Laplace equation in loose former

Z
X

dmðr2WÞx ¼ 0 ð11Þ

and if we use Green–Gauss function in this equation, we have

Z
X

dmðr2WÞxþ
Z

X
dmðrxÞðrWÞ ¼

Z
X

dmðrxÞðrWÞ

¼
Z

C
dsðxÞ @W

@g
ð12Þ

and we use Green–Gauss function in left hand again, we have

Z
C

dsðWÞ @x
@g
�
Z

X
dmðr2xÞW ¼

Z
C

dsðxÞ @W
@g

ð13Þ

If we use the Green’s function as the weight x,Gðr; r0Þ ¼ 1
4pjr�r0 j, we

further have

Z
C

dsðWÞ @G
@g
¼
Z

C
dsðGÞ @W

@g
ð14Þ



Fig. 3. AP waveform used in sinus simulation.
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We impose both the Dirichlet boundary (W) and Neumann bound-

ary @W
@g jC ¼ q1
� �

, do transform introduced in Aoki et al.’s study, we

have the finally equation for calculating ‘real’ potential

U ¼ U1 � ðHtHÞ�1HtGq1 � ðHtHÞ�1Hta ð15Þ
3. Technology

The software suite created for our computational electrophys-
iological simulation includes four utilities: slicer, hrtEditor, solver
and viewer, and the behavior of them can be configured in a con-
Fig. 4. The standard work flow and the cooperation of all utilities in a simulation sessi
rectangle indicates one process of a certain utility. Rectangles with a number are essentia
process are showed in bracket in the corresponded rectangle. The numbers in essential st
this process are listed, while in the right hand, files produced or updated in this process
figuration file. Slicer can generate simulation cells from a raw
anatomic data. HrtEditor can investigate discretization result in
cross-section manner after simulation cell set is generated, define
the cell types and set the pacing profile for the simulation. Solver
fulfills all simulation tasks, i.e. generating AP waveform, simulat-
ing the activation propagation in discretized simulation steps, cal-
culating the current source and estimating epicardial potential
distributions as well as the surface ECGs. Viewer, as its name
indicates, can investigate raw anatomic data, simulation cell set,
special condition system, activation propagation procedure and
etc. The AP waveform and the surface ECGs can be visualized
through some interactive gnuplot [28] script. See Fig. 4 for the
on. The cloud stands for the set of all files corresponding to the simulation. Every
l steps for one simulation session, while others are optional. The arguments for each
eps indicate a invoking sequence. In the left hand of each arrow, all types of files for
are listed. The details of colored process are described in Figs. 5 and 6.



Fig. 5. Components diagram of solver.
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standard work flow and the cooperation of all utilities in a simu-
lation session.

All utilities are written in C/C++ language. To guarantee the high
portability, only libraries encapsulated in C/C++ standard and
state-of-art Graphic User Interface (GUI) libraries (in our case, they
are GTK libraries [29] and OpenGL libraries [30]), are used in the
implementation of these utilities. To make the deployment of these
utilities more convenient, sources of these utilities are distributed
under the GPL license [31], maintained by GNU GCC [32] with care-
fully designed make file [33].
Fig. 6. Activities in a instance o
The components of solver are presented in Figs. 5, and 6 gives
essential activities in a simulation. The packet named utility in sol-
ver provides many static methods to be invoked by the members in
worker packet, and the latter one determines the simulation pro-
cessing. The class named singleton, from which all classes in utility
packet inherit, is designed as a Singleton [34] with self-register and
private destruction. The classes inherited from agentIF focus on I/O
for different file types in the simulation, e.g. agentHrt for .hrt file.
And the functionality, fulfilled by other classes directly inherited
from the singleton, can be easily guessed from its name:
f propagation simulation.



(a) 1ms (b) 5ms (c) 10ms

(d) 15ms (e) 20ms (f) 25ms

(g) 30ms (h) 35ms (i) 40ms

(j) 45ms (k) 50ms (l) 55ms

(m) 60ms (n) 65ms (o) 70ms

Fig. 7. (a)–(o) Denotes the propagation of activation in a perspective manner from 1 ms to 70 ms in 5 ms step, which can be got by using viewer with -stl -xct arguments. This
kind of propagation investigation manner is named perspective propagation investigation in this study.
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conductivity keeps the conduction velocity and the conductance;
s1s2 keeps the profile of pacing and sinus excitation; dipole for
current source calculation; celllocation maintains the coordination
of each simulation cell; voltage for the potential calculating on the
mesh triangle; ap maintains the AP waveform and scene keeps the
intermediate variables.

The discretization scale in each axis of our oblique coordina-
tion system is 200. As for a 32-bit operation system, the capac-
ity of memory space in user mode is usually less than
1.5 Gbytes. If individual memory space is defined to store
status for each simulation cell throughout the simulation, it
should be less than 1.5 G/2003 � 200 bytes. Suppose the size
of status information in each simulation cell is 4 bytes (in most
platform, it is the size of a float variable), one simulation
session could only contain less than 50 steps. To bypass this
memory restriction of the operation system, a new simulation



Fig. 8. (a) and (b) Give isochronal maps (posterior and frontal respectively) of wavefront propagation (1–66 ms), which can be got by using viewer with -stl -xct -cmap
arguments. The direction of propagation is indicated by bold arrow, and a particular pseudo-colormap is used to differ the location of wavefront in each simulation step.

Fig. 9. (a)–(f) Give the torso model (each vertex on this model is represented as little silver spheres, the details of this model could be found in Wei’s study [10]), atrium
location and ECG electrode location used in simulation (limb leads in yellow spheres and precordial lead in red spheres). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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step is generated dynamically in every time step (see the iter-
ation in Fig. 6 and the corresponding class in worker packet
Fig. 5).
4. Simulation protocol and result

4.1. Sinus rhythm

Firstly, simulation in sinus rhythm is conducted to verify the
whole system. The activation propagation is demonstrated in
Fig. 7a–o, and the isochronal map in Fig. 8a and b.
As shown in Fig. 7b (5 ms) and c (10 ms), the wave initially
quickly spreads anterior to the superior vena cava (SVC) and
becomes nearly triangular as the crista activation precedes. This
phenomenon is observed by the end of 20 ms in Harrild model
[2]. In Fig. 7e (20 ms), almost the whole septal surface is activated
and the depolarizing wave has now traversed the interatrial
Bachmann’s bundle, which happens in 29.7 ms in Harrild model
[2]. In Fig. 7j (45 ms), the impulse starts to activate the left atrium
appendage, which is in 50 ms in Harrild model [2]. And a small
inactive bridge of tissue, which abuts against the mitral annulus
in the lateral inferior left atrium, is last activated both in our sim-
ulation (see the white blank in Fig. 8a, starts from 66 ms) and in



Fig. 10. ECGs waveform in limb leads (I, II, III, AVR, AVL, AVF) and precordial leads (V1–V6) in sinus rhythm. X axis denotes time in ms.

Table 2
Pacing configuration in the AF simulation.

Pacing location S1 S2 S3 S4 S5 S6

RSPV 100 200 299 397 494 590
IVC 120 210 300 390 480 570
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simulation result of Harrild model (starts from 100 ms) [2]. Such a
sequence of activation propagation is also described in Durrer’s
study according to the clinic measurements [35].

In isochronal map, the contribution of the anisotropy of the cris-
ta to the propagation pattern, which is described in Harrild et al.’s
study, could be clearly investigated (see Fig. 8b). In Fig. 8a with
manually marks, the bifurcation of impulse could be seen on the
free wall of right atrium, which is not reported in Harrild’s study.

Furthermore, twelve leads ECGs are calculated in the simula-
tion. After properly depositing the atria in a torso volume, and
placing leads according to normal ECGs measurement condition
[36], ECGs are obtained by summing up contribution of all current
sources in each time step. The torso volume, the leads and the atria
are displayed in Fig. 9a–f while the ECGs waveforms are in Fig. 10.
ECGs waveform got in the simulation are in accord with some com-
mon principles used in ECG diagnosis: (a) The P wave duration
(PWD) is in 0.12 –0.16 s [37]; (b) the P wave amplitude on lead
III is smaller than that on lead I and II; (c) negative P wave appears
on AVR lead [36]; and (d) the P waves on V2 and V3 are larger than
those on other precordial leads because the cardiac apex is orien-
tated to them.

4.2. Atrial fibrillation

In this experiment, two train of boost stimulations are con-
ducted alternatively on the right superior pulmonary vein (RSPV,
S1) and on the inferior vena cava (IVC, S2) (see Table 2 for pacing
configuration in this simulation). A propagation simulation with
overall length of 2000 ms is performed and the ECGs are calculated
(see Fig. 1 for detail setting in this simulation).
The isochronal maps in Fig. 12a–u describe a spontaneous reen-
try propagation initiated from several ectopic foci (or can be inter-
nal reentry). The isochronal maps in Fig. 13a–m describe the
morphology of this main reentry which drives the AF retrieved
from the simulation. The ECGs waveforms are in Fig. 11.

Fig. 12a–c describe the propagation of the activation initialized
by the pacing pair near 200 ms. From these isochronal maps, we
can see the wave coming from the right atrial posterior region
(PRA) meets the wave from the IVC almost near the IVC (in
Fig. 12b), and disappears near the atrioventricular valve (in
Fig. 12c). Then the pacing pair near 390 ms comes, which propa-
gates much slower comparing with the counterparts initialized
near 200 ms. For instance, if we take a look at the Fig. 12a and b,
the wave activates around 3/4 of the right atrium in 20 ms. While
in the cycle initialized from 390 ms, the wave only activates the
right atrium appendage (ARA) (in Fig. 12e–g). This phenomenon
indicates the gradient of the CV on the right atrium, which is
caused by the boost pacing profile.

The main reentry near the tricuspid valve is firstly trigger by
some ectopic foci on the ARA (see in Fig. 12j, k and p), These foci
accelerate the wave propagation on the right atrium and finally
generate an anticlockwise loop. These foci then disappear since
the reentry is formed, so this onset of AF could be titled as ‘foci
triggered’. On the other hand, some other ‘foci’ keep showing up,
e.g. 817 ms in Fig. 12t and 1049 ms in Fig. 13a. These foci do not
contribute to the propagation pattern, because they are behind
the wavefront. As they emerge in each loop, and settle in the same
location on the ARA, we could say these ‘foci’ correspond to some
internal macro or micro reentry.

Fig. 13a–m demonstrate the propagation pattern of the main loop
in this onset of AF retrieved from the simulation. On the PRA, the
wave travels longitudinally from the superior vena cava (SVC) to
IVC (see Fig. 13e, g and i). On the other side of the right atrium, the
wave coming back from the IVC (see Fig. 13b, d and l) collides with
the wave on ARA (see Fig. 13f), then turns round near the tricuspid
valve (see Fig. 13h), and fulfills one loop. On the left atrium, the wave
goes horizontally, from right pulmonary veins to left pulmonary
veins, and finally activates the left atrial appendage (ALA).



Listing 1. Configuration for AF simulation.

Fig. 11. ECGs waveform in limb leads (I, II, III, AVR, AVL, AVF) and precordial leads (V1–V6) in AF simulation. X axis denotes time in ms.
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(a) 251ms (b) 270ms (c) 295ms (d) 443ms

(e) 483ms (f) 494ms (g) 508ms (h) 568ms

(i) 587ms (j) 614ms (k) 623ms (l) 625ms

(m) 649ms (n) 673ms (o) 700ms (p) 716ms

(q) 758ms (r) 777ms (s) 783ms (t) 817ms

(u) 851ms

Fig. 12. (a)–(u) Gives the isochronal maps of wavefront propagation from 1–851 ms in an AF, These isochronal maps depicts the generation of the main reentry by several
ectopic foci.
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(a) 1049ms (b) 1776ms (c) 1776ms (d) 1786ms

(e) 1786ms (f) 1792ms (g) 1792ms (h) 1811ms

(i) 1811ms (j) 1842ms (k) 1842ms (l) 1863ms

(m) 1863ms

Fig. 13. (a)–(m) Gives the isochronal maps of wavefront propagation from 1049 ms to 1863 ms in the same AF. These isochronal maps demonstrate the morphology of the
main reentry.
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5. Discussion

5.1. Perspective view, isochronal map and ECGs

When we analyse the propagation of activation in the sinus
rhythm, we use the perspective propagation investigation and iso-
chronal map as a complementary strategy, which are generated by
the viewer in this computational model. The perspective propaga-
tion investigation could indicate the traversing of impulse along
intracardiac structures, e.g. Bachmann bundle (Fig. 7e). Unfortu-
nately, this method could sometimes, especially in AF case, dim
the wavefront on the frontal epicardial surface because the propa-
gation on the posterior part is projected through the translucent
scene. On the other hand, isochronal map could vividly represent
the locations of wavefront on the frontal epicardial surface in a
short time window. From this point of view, our model introduces
both methods. ECG waveform, a commonly used clinic diagnosis
standard, is also included in our model.

5.2. The estimation error caused by the Huygen’s principle

In modern computer model, action potential generation and
propagation are usually described as reaction–diffusion sys-
tems(Eq. (16)) [9], where Cm is a capacity of membrane, Iion is the
total sum of inward and outward current, a is the fiber radius
and ri is the axial resistance per unit length. The resistance ri here
corresponds to an average resistance of the intracellular space,
including cytoplasmic and gap junctional resistances. The right
side of this equation could be omitted (=0), if only one cell is under
consideration. The cell model, e.g. Nygren’s atrium model [13] is
based on this simplification. But if in multiple cell’s case, the trans-
membrane voltage waveform simulated in a certain cell is defi-
nitely different, which means the estimation error caused by the
Huygen’s principle could not be amended through only integrating
a certain cell model. The cell model could only make the AP wave-
form a bit closer to the real condition comparing with the AP gen-
eration manner in Wei–Harumi’s model.

Cm �
@Vm

@t
þ Iion ¼

a
2ri
� @

2Vm

@x2

 !
ð16Þ

If we have a further exploration on the source of the estimation
error, we may find that in a model dominated by the Huygen’s
principle, the propagation of excitation between two cells is
‘binary’, i.e. current cell is activated as soon as its neighbor is
activated in the previous simulation step. Mathematically
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speaking, this means the ri in Eq. (16) is infinitely-great in a sim-
ulation step while it is infinitely-small between continuous simu-
lation steps. So if the size of simulation cell is chosen properly,
the model based on Huygen’s principle could also be able to in-
flect the real situation in the myocardium, because of the resis-
tance of cytoplasm is physiologically much higher than the
junction. So in this model, solid angle calculation is introduced
to divide anatomic model into arbitrary size of simulation union,
which can decrease the error caused by the approximation by
Huygen’s principle.

5.3. The limitation of this model

Unfortunately, some phenomenons could not be reproduced in
this model (or in some models based on reaction-diffusion princi-
ple) due to the limitation in the rules we used in propagation sim-
ulation in our model. They are :

AP as well as the velocity change in the structural bound-
aries
collisions of APs with complete or partial boundaries could
increase the local velocity of conduction as well as the shape
of AP [38,39], because the axial current will be reflected at the
boundary.

Velocity in the wavefront of activation should not be con-
stant
the velocity in the front of curved wavefront is less than the
velocity in the non-curved wavefront because of the more sinks
existed in the curved wavefront [40]. A conduction will not
even sustained below a critically small radius.

Velocity distribution caused by the different shape of cell
different cells have different shapes, e.g. ‘brick stone’ like in
audit ventricular myocytes, ’fusiform’ like in neonatal myocytes
and SN node cell. The shape variation will cause the anisotropic
of connection (CX43 and CX40), which will finally cause a distri-
bution of velocity in myocardium.

In our model, velocity is only classified into three categories:
bundle, bulk and slowregion, which is not adaptable to the struc-
tural boundaries, the curved of wavefront as well as the cell shape,
so our model could not simulate these phenomena.
6. Conclusion

In this paper, we present a well designed solution for computa-
tional electrophysiological simulation, and the source code of
which is available at http://cardiacsimu.sourceforge.net. This com-
putational model is directly derived from several studies [2,3,5].
Strengths of these systems, such as the special conduction system
in Harrild model and Vigmond model, the propagation simulation
based on Huygens’s principle in Wei–Harumi model, are well taken
to evolve into a totally new one, e.g. adding partition method based
on including test.

This computational model is capable of generating result for
clinic study, e.g. ECG waveforms, isochronal map, perspective
propagation investigation, as demonstrated in two experiments.
The result of first experiment in sinus rhythm is identical to the out-
come of Harrild et al.’s study [2] as well as some former clinic mea-
surements [35] and electrophysiological theories [36,37], and could
be used as the verification of the whole model. In the other experi-
ment, two trains of boost pacing are acted alternatively on RSPV and
IVC, a foci triggered AF is observed on the epicardial surface.
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